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The objective of this . (R \ Network Management System
presentation is to give an ‘ - \ _ v ~ = e z
overview of how information R rm—— —

from a Network Management W (S i a8 1% JE
system(NMS) can be used to e ——— | E_
analyse incidents where there is 7 Network Topology L2 Joss —

an outage in data transmission
to determine the root cause and
identify improvements required
to the infrastructure.
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The GCI-lII dESign SpeCiﬁed two Fully redundant GCI- III design with two separate WAN links and automated failover
fully redundant links at each

location to increase timely data Power e i
avallablllty Primary Link ‘u

| 1 External Batt = 6 Hrs, 2 = 12 Hrs
However there is a situation C— '

frequently observed — No failure =t

in the data acquisition as it Ethemet
backfilled, an operational link [ o
yet no timely data acquisition -

what could be causing this?

CRF / Station
Infrastructure

Backup Link

Power
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In this example we see on SoH
(State of Health) that there is a
data outage for over 6 Hrs which
backfills.

The top plot shows the data
arrival and the bottom one the
GClI link status.

The behavior of the GCI link and
the individual events will be
explained in more detail.
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Here we see an expanded view
of the GCI link SoH monitoring
with the timeline for the
relevant events marked up.

13:16 Power cut detected

13:50 SOH shows disconnect and
traffic level drop

16:48 Backup GCl link Fails

18:48 Primary GCl link Fails and we
lose connection to the station.

Result: Timely Data outage for 4 Hrs
58 minute despite an operational GCl
link.
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This image is from an application called scrutinizer which uses netflow data from the GCI
routers to allow powerful filtering of the traffic on the link for individual devices and
protocols — this mark up shows the timeline of individual events following the power outage.

CEEREEE ¥ Pair » Conversations WKP From 2020-11-2 10:00 to 2020-11-3 4:00

Current Report
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Device/Interface edit x

Device: ' .. _891F-Pri.gciops.net
Interface: Tunnell (Tul) - 19

Inbound Results, speed: 100 kb/s Outbound Results, speed: 100 kb/s
Well Known Destination Packets

‘Well Known Destination Packets
31.58 % 254.757 bis 10.81.68.3 undefined (8327 TCP) 172.22.242.18 0.125 p/s 55.52 %

172.24.1.72 SNMP (161 - UDP) 100.64.209.234 0.408 p/s
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Primary UPS
These |0gs confirm the 11/02/2020,13:16:46,Warning, "Power failure"
11/02/2020,18:46:59, Information, "Power event reaction shutdown”
power outage at 13:16 11/02/2020,18:48:42, Information, "Send shutdown UPS command”

11/02/2020,18:48:50,. Alarm, "Turn UPS output off"
11/02/2020,20:17:11,5vstem, "The time haz been synchronized through SNTP."™

Primary and Backup logs

are from the individual _ _
11/02/2020,13:16:48, Warning, "Power failure"

UPS |ogs retrleved after 11/02/2020,16:48:41,Alarm, "Turn UPS output off"

11/02/2020,1%8:51:31,5vstem, "The time haz been asynchronized through SNTP."™

Backup UPS

the event.
List # Format 50 Per Page v

The bottom image shows =AiFiess | i Tme Even

. . > 117220 UPS-Pri EM7_Alert: Site running on UPS battery
the same information from 1:27:31.000 PM 172240 90:8088 rtpUPS jeon_no_timestamp

. > 124 UPS-Bkp EM7_Alert: Site running on UP5 battery

the Central |Ogglng 1'12‘?1?;0900'3”' 172.24.0.90:5088 nttprUPS json_no_timestamp
repository.
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100.64.209.234 | 3050 Network Router LN ‘

The top image is a o sysrs — disco
IMS 7 days, 20:01:10 Router
Active 2020-11-10 16:25:00 3

graphical representation Of Cisco 105 Software, C800 Software (CB00-UNIVERSALKS-M), Version 15. CUGD!l’»dogcl;em-?oom
the GCl router and below s

that we have the same AN EIE2E AN AN AN VAN AN N

information in text format |
from the command line of R AR R === =l =] =l =] =] =]

the device. R A=l =]

We are interested in
Interface Gi4 in —red
outline as this is the
connection to the CRF
equipment.
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These logs from the central log repository are particularly relevant as they show that the
ethernet port connecting the GCl router changed state to down at 13:50 which correlates with
the disconnect in the data flow and reconnects at 20:39 when the power is restored.

The logical conclusion was that the device connected to this port had either failed or more likely
lost power but this was 34 Min after the power cut at the location was detected.

U Er 100.64.209.234 udp:530 y ciscolios

> 11220 Nov 2 15:39:21 100.64.209_234 47: Nov 2 20:39:20.833 UTC: %LINEPROTO-5-UPDOWMN: Line protocol on Interface GigabitEthernet4, changed state To up
8:39:21.000 PM 100.64.209.234 udp:530 ciscosios

> 11220 Nov 2 08:50:04 100.64.209.234 8375: Nov 2 13:50:03.098 UTC: %LINEPROTO-5-UPDOWN: Line protocol on Interface GigabitEthernet4, changed state to down
1°50:04.000 PM 100.64.200.234 udp:530 ciscoiios
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COO rd i n ati n g Wit h th e SO it Wa s AC power source for GCl and CRF eguipment Station has DC backup power
identified that this device: RO el men e E
*Isa Cisco Router and provides isolation &S ey T — L

p Primary VSAT Modem

communications link.

*Has only 2 physical interfaces so cannot be - N

connected to both GCl routers and the CRF ~§

network' Backup BGAN Modem GCI Backup Router

=
|
between the GCl and dedicated national | [ | 00 1311
=
-

*Requires an AC supply and the main power £,
source at the location is DC.

*Powered via an old UPS which gives a very
short run time @ 34 Min.
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A comprehensive NMS can provide significant insight into events,
allowing the root cause to be identified and remedial action taken to
rectify the issue and prevent its recurrence.

In this case:

Installation of an upgraded UPS to increase the runtime

or

Replacement of the router with a DC version powered by the station

backup power, with more interfaces to facilitate physical connection to
both GCI routers.
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