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Machine learning has advanced radically over the past 10 years, andmachine learning algorithms now achieve
human-level performance or better on a number of tasks. Machine learning techniques have been extensively
deployed for a variety of applications in different areas of life. The success of machine learning algorithms
has led to an explosion in demand.
Machine learning models are also subject to attacks at both training and testing phases. Attackers can break
current machine learning systems, such as by poisoning the data used by the learning algorithm or crafting
adversarial examples to directly force models to make erroneous predictions
Themain threat during testing is evasion attack, in which the attacker subtly operates by making small pertur-
bations to the test set and modifies input data so that a human observer would perceive the original content
but the model generates different outputs. Such inputs, known as adversarial examples, has been used to
attack voice interfaces, face-recognition systems, image and video and text-classifiers.
This presentation will explain adversarial attacks examples in current machine learning models and its future
trends as well as answering what can be done to defend models against adversarial manipulation.
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