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sesse -eecssescsccsssessise-c- INTRODUCTION AND MAIN RESULTS B
We present an end-to-end LLM engineering platform for fine-tuning, evaluation and -
registration of custom models and adapters that is built on top of open-source tools. The - _ .
versatility of our platform is demonstrated through various applications such as fine- — —
tuning multimodal open-source LLMs on custom datasets for increased accuracy. - .-
=
Our platform aims to accelerate the development of custom models and adapters, -
— E— -

enabling a wide range of innovative applications across CTBTO's technologies. These
adapters consist of small collections of model weights that can be dynamically loaded -
onto a common base LLM, enabling it to specialize itself on-the-fly for specific tasks.
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Introduction LLM Engineering Platform
What is the end-to-end LLM engineering platform? Lol I TEE T, (OlpemElal 117 S e IR TR v ARy fraim v pwrv w fewe
o Inspect and debug complex 109S o Lo, w0 v o ismicton vt s s e s
o A platform for building, evaluating, training, monitoring © Ingest traces to Langfuse 5 ot M "R
and configuring LLM assistants/agents o Track LLM calls & retrieval/fembed =~ 8
o Itis based on popular open-source technologies/tools . foTue = Timeine
o Helps with dataset creation, data labeling and L-LM Evaluations: — Rox
annotation from private CTBTO data © LLM-aS_a-JUdg? e e chatbe696de9s ddec-42c6-addB 36452092 (g pmrme  + o s i TM ey ez OO 4
o Streamlines the fine-tuning, deployment, and © Manual annotations o e a——
management of custom models and adapters o Custom evals via SDKs B ostes e
o Manage LLM APl access and enforce budgets, Datasets: © e
guardrails, logging and cost tracking o Test sets & benchmarks - BT e gretonogiz e 4770
Who is it for? Targeted to developers and admins. o Structured experiments @ e —
@ s oo
Based on popular tools that are running on NVIDIA GPUs: Frompt Management: o DEe e e e ] "
o Manage & Version Control ® suwort -
v vLLM: OpenAl API| compatible LLM inference engine ~ © CellEmEiEE 6 prenpE ) oo e
v" Qdrant: Vector database for similarity search
v Airflow: Pipeline orchestration tool Evaluation is crucial for ensuring the quality and reliability of your LLM applications. DeepEval is an open-source
v' MLFlow: Model registry, tracking, model wrapping framework and platform for evaluating, testing, and monitoring LLM applications:
v Langfuse: Observability tool for traces and metrics
v' Easy Dataset: Tool for creating fine-tuning datasets Al Assistant and Agent metrics: Task Completion, Tool Correctness, Conversation Completeness
v Llama Factory: LLM fine-tuning tool RAG metrics: Answer relevancy, faithfulness, hallucination, and safety tests.
v' Marker: Convert PDF to markdown Safety and Bias tests: Detects Toxicity, Bias, and other vulnerabilities
v DeepEval: LLM evaluation framework DeepEval features: Integrates with CI/CD, offers synthetic dataset generation and many more.
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Creating fine-tuning datasets LLM Fine-tuning using SFT

Easy Dataset is a unified framework for Synthesizing ) LlamaBoard i £ CIBTO Ployground v  Flows & Agents v  Traces & Evals v  Datasets & Training v Data Pipelines v Siorage
fine-tuning data from unstructured documents and it (Experment Gontgurator ) [ Training Satsa Monior | ‘

consists of two primary components: -

o Adaptive document processing: documents of —l_m_[—
different formats are processed via model-based
parsing, followed by hybrid chunking to produce text

Optimization Approaches

[ wora | [ Pissa || |[Pretrain] [ sFT ]

chunks. (Gatore | [ Badam || [ AF [ DO || .. s
o Data synthesis: pairs are created for each document T 7
to guide the construction of diverse question-answer
pairs. Questions are then generated to further x

[\mtia\ization][Palches] [Loading][ Aligning ]

[Ouamizaticn] [Adaplers] [Merging] [ Preprocess ]

increase diversity, and final augmented QA pairs are
synthesized via knowledge-enhanced prompting to
ensure factual consistency. 1 1

[ Pre-Trained Models ] [Conversaﬂonal Datasets}

@ CTBTO Playground ~ Flows&Agents + Traces&Evals +  Dalasews&Training ~ DmaPipelines v  Storage ~

I 606066 Our solution is based on Llama Factory which is a LLM fine-tuning tool that supports Pre-Training, Supervised Fine-
Tuning, and Reward Modeling training modes.

Various models: LLama, LLava, Mistral, Qwen, DeepSeek, Yi, Gemma, GPT-OSS, Phi, etc.

Integrated methods: Pre-training, SFT, PPO, DPO, etc

Scalable resources: LoRA and QLoRA via AQLM, AWQ, GPTQ, etc

Advanced algorithms: GalLore, BAdam, APOLLO, Adam-mini, Muon, OFT, DoRA, LoRA+, LoftQ and PiSSA.
Practical tricks: FlashAttention-2, Unsloth, Liger Kernel, RoPE scaling, NEFTune and rsLoRA.

Wide tasks: Multi-turn dialogue, tool using, image understanding, visual grounding, video recognition, etc.
Experiment monitors: LlamaBoard, TensorBoard, Wandb, MLflow, SwanLab, etc.

Faster inference: OpenAl-style API, Gradio Ul and CLI with vLLM worker.

O O 0O O O O O O
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Our contribution towards an end-to-end LLM training system

1. Create Dataset:

o use Easy Dataset Training Pipefine

2. Train Model:
O use Llama FaCtory e

3. Evaluate & Predict:

o use Llama Factory
4. Export merged MOdeI Deployment Pipeline
o use Llama Factory

Data Capturing
5. Deploy Model: Ollama (¢ : Model
O Use VLLM API Registry

4

6. Import Dataset:
o use Langfuse
7. Run Experiments:
o use Langfuse
8. Create Model: Tt
o use Ollama
9. Push Model to Registry:
o use Miflow Labeling

Monitering Pipeline

> N

Metrics & Reports

Building a production LLM training system is much more complex than training a model:

What are the key challenges, i.e. how to:

o Ingest large amounts of data, clean and preprocess that data and compute and serve features

o Set up a scalable training process, evaluate the model, track and version the data used

o Serve the model in a cost-effective manner, monitor the model and automate training and deployment

— ( pay
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Use Case: Paper Reviewer

Source: 9000+ NeurlPS and ICLR papers with its
reviews from 2023/2024 collected from OpenReview.net

Data processing:
o Review normalisation using LLM API
o Cleanup the normalized reviews
o Semi synthetic dataset generation aligned by
normalized review for each criteria
* 9000- normalized reviews becomes 70.000+
reviews. A row per criteria
+ Llama 3.1 8B was used to generate the new
dataset for 2 days using 8x V100 GPUs

Pa[acr Reviewer

Marker-api
. PDF to Markdown
architecture Converter

Markdown
2 PDF File 3 Toa
7 requests
o - 4 (7 criteria. + 7 identical

1 POF File T >

> 5 7 responses
a review for each criteria

icati VLLM
Application o .
User Paper Reviewer o a request contains aper-reviewer

7 previous responses model

8 The Review

-+ T

aresponse
rating+recommendation
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