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ceese -eecesesesessscsssise-c- INTRODUCTION AND MAIN RESULTS

Accurately distinguishing between natural and anthropogenic (explosive) seismic events
is crucial for global and regional monitoring efforts. Recent advances in machine
learning, particularly when enhanced with seismology-led features, offer promising
improvements in explosion discrimination models. Our study demonstrates that current
models achieve > 90% accuracy in distinguishing explosions from other seismic events.
While adding new seismological features can increase the robustness of these machine
learning models, the observed improvements have so far been incremental. Importantly,
even with limited availability, legacy seismic data continues to provide valuable insight -
into model performance and the detection of underground explosions. -
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Introduction
While seismic explosion data is limited compared to

natural earthquakes, it has proven useful for labeling
data in machine learning (ML) applications. Recent work
by Barama et al. (2023) and Kong (2022) has advanced
our ability to discriminate between earthquakes and
explosions using both digital and historical

seismograms. Building on these efforts, we explore how
ML models can be further developed to improve
explosion discrimination at both regional and teleseismic
distances.
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Map showing the location of seismic stations (triangles) and source Underground Nuclear

Explosion (UNE) (red stars). Color of triangle denotes dataset source institution.
The goals are to assess the transportability of the global
model from Barama et al. (2023) fine-tuned to regional
distances, make use of legacy UNE data, and evaluate
the impact of adding features to training. Through this
research, we aim to demonstrate that machine-learning
classifiers can be robust tools for seismic monitoring
and can provide valuable insight into the factors that
influence model predictions for explosive events.
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Data and Methods
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In our approach, we use P-wave seismograms from
both digital and formerly-analog records, extracting a
range of derivative features such as radiated
earthquake energy, polarity, dominant frequency, coda
wave envelopes, and phase ratios.
« Limitations:
* Many repeated test locations and emplacement
conditions for UNEs
* Toaddressthis:training and testing data separated by
unique source location / test
» Data Specifications:
e 5-20epicentraldistance degrees
* P-wave seismograms (20 - 60s)
e 1-5Hzfrequencybands
+ Features:
* Dominant frequency content
* SNR difference at two frequency bands
* Polarity
* Pcodadecay(slope)
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Dataset Earthquake M
Train I 25,170 25,170 I
Test 2500 2500
UNE holdout 1044 1044
Earthquake holdout 1000 1000

* Data augmentation by randomly varying the P-wave arrival 3
times per waveform for UNE data.

(modified from Barama et al., 2023 and Kong (2022)
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Performance on Earthquake and UNE Datasets

WAVEFORMS AND FEATURES
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Earthquake Accuracy

¢+ Achieved model accuracy centering around 90%.

% Incorporating additional features improves model robustness.

% Legacy data, despite limited availability, remains valuable for
evaluating model performance and underground explosion
detection.

+ Regional distance data introduces greater variability than
teleseismic data, resulting in slight performance decreases,
though models remain robust for new emplacement locations.

On-Going Work

Evaluating the impact of additional component data, such as

multiple frequency bands and coda envelopes, to further

enhance model performance beyond single frequency band or

raw data approaches. . Lawrence Livermore
Lui National Laboratory
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